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Abstract

Climate change may dramatically affect the distribution and abundance of organisms.

With the world’s population size expected to increase significantly during the next 100

years, we need to know how climate change might impact our food production systems.

In particular, we need estimates of how future climate might alter the distribution of

agricultural pests. We used the climate projections from two general circulation models

(GCMs) of global climate, the Canadian Centre for Climate Modelling and Analysis

GCM (CGCM2) and the Hadley Centre model (HadCM3), for the A2 and B2 scenarios

from the Special Report on Emissions Scenarios in conjunction with a previously

published bioclimatic envelope model (BEM) to predict the potential changes in

distribution and abundance of the swede midge, Contarinia nasturtii, in North America.

The BEM in conjunction with either GCM predicted that C. nasturtii would spread from

its current initial invasion in southern Ontario and northwestern New York State into the

Canadian prairies, northern Canada, and midwestern United States, but the magnitude

of risk depended strongly on the GCM and the scenario used. When the CGCM2

projections were used, the BEM predicted an extensive shift in the location of the

midges’ climatic envelope through most of Ontario, Quebec, and the maritime and

prairie provinces by the 2080s. In the United States, C. nasturtii was predicted to spread

to all the Great Lake states, into midwestern states as far south as Colorado, and west into

Washington State. When the HadCM3 was applied, southern Ontario, Saskatchewan,

and Washington State were not as favourable for C. nasturtii by the 2080s. Indeed, when

used with the HadCM3 climate projections, the BEM predicted the virtual disappearance

of ‘very favourable’ regions for C. nasturtii. The CGCM2 projections generally caused the

BEM to predict a small increase in the mean number of midge generations throughout

the course of the century, whereas, the HadCM3 projections resulted in roughly the same

mean number of generations but decreased variance. Predictions of the likely potential

of C. nasturtii spatial spread are thus strongly dependent on the source of climate

projections. This study illustrates the importance of using multiple GCMs in combina-

tion with multiple scenarios when studying the potential for spatial spread of an

organism in response to climate change.
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Introduction

Climate change has the potential to affect species dis-

tribution and habitat composition (Pearson et al., 2002).

Species will differ in their response to climate change

depending on their environmental niche properties

(Thuiller et al., 2005) and physiological characteristics

(Beaumont & Hughes, 2002). Some will adapt to the

changes, some will move, and some will go extinct.

Insects in particular are likely to be affected by climate

change because they are ectothermic and are sensitive

to precipitation (Bale et al., 2002). Small fluctuations in

climate variables, such as temperature and precipita-

tion, could dramatically influence their metabolic func-

tion, rates of consumption and development, migration,

voltinism, larval emergence and survival (Beaumont &

Hughes, 2002), and hence their geographic distribution.

Many insects are also highly mobile and may, there-

fore, respond to climate change by shifting their spatial

distribution. Such changes have been convincingly

documented for butterflies in Britain, Australia, and

North America (Dennis & Hardy, 1999; Hill et al.,

1999; Beaumont & Hughes, 2002; Oberhauser & Peter-

son, 2003; Crozier & Dwyer, 2006), ground beetles (Eyre

et al., 2004), cicadas species (Robertson et al., 2004),

tsetse flies (Terblanche et al., 2006), and ticks (Wilkinson,

1967; Lindgren et al., 2000; Estrada-Pena, 2002). Ana-

lyses of how agricultural pest insects will respond to

climate change are surprisingly rare (but see Coviella &

Trumble, 1999; McKenney et al., 2003; Gevrey & Worner,

2006).

Swede midge, Contarinia nasturtii (Diptera: Cecido-

myiidae), is a pest on plants of the Brassicaceae, which

include canola, cabbage, broccoli, cauliflower, and Brus-

sels sprouts. It has also been found on nonagricultural

Brassicaceae including Isatis tinctoria (woad), Rapistrum

rugosum (annual bastard-cabbage), Rorippa spp. hybrid,

Sisymbrium officinale (hedgemustard or hedgeweed)

(Stokes, 1953).

C. nasturtii is endemic to Europe and Southeast Asia,

but has been observed in North America since 1996

(Hallett & Heal, 2001). Adults overwinter in the soil and

emerge in May to mate. The larvae feed on the plant,

causing it to be misshapen or have galls on leaves,

petioles, and flower buds. C. nasturtii has two to five

generations per year depending on temperature and

soil moisture conditions. Modelling has shown that this

pest has the potential to become established in North

America, with the Great Lakes region being one of the

areas at greatest risk (Olfert et al., 2006).

Olfert et al. (2006) used data on C. nasturtii’s distribu-

tion in Eurasia to construct a bioclimatic envelope

model (BEM) using CLIMEX 2.0 (Sutherst et al., 2004).

They then applied their BEM to Canada to investigate

the potential risk of C. nasturtii’s spatial spread. Their

model has proven to be useful as southern Ontario and

Quebec have been invaded by C. nasturtii (Canadian

Food Inspection Agency, 2007). Recent detections of

adults have also been made in the fields in Saskatch-

ewan and Nova Scotia (M. P. Mignault, personal com-

munication). In the United States, C. nasturtii has been

observed in 25 New York counties and locations in

Massachusetts and New Jersey (United States Depart-

ment of Agriculture, 2007; A. M. Shelton, personal

communication) as predicted by the model. In the

current study, we set out to predict how climate change

may shift the bioclimatic envelope of this species, and to

examine how this shift might alter the pattern of poten-

tial risk for the spatial spread of this important crop pest.

Model-based studies of climate change impacts on

species distributions vary in the sophistication with

which they treat climate change. The simplest approach

is to apply a constant (in space and time) change to the

temperature (e.g. 1 2 1C; Sutherst et al., 2000; Newman,

2004; Olfert et al., 2004). This approach is easily imple-

mented (e.g. CLIMEX provides a ‘climate change’ option,

applied as a uniform increment increase in tempera-

ture), it eases the difficulty of interpretation, and it

corresponds well with the public’s notion of a global

average increase in temperature. However, biologically,

the global average increase in temperature is a mean-

ingless figure. No ecosystem will experience this in-

crease; rather, climate variables will vary both spatially

and temporally (both seasonally and on longer time

scales).

More sophisticated treatments of climate in such

model-based studies utilize the projections from general

circulation models (GCMs) (e.g. Newman, 2005, 2006).

Forty-five of the sixty-five most recent BEM studies

used GCM projections to account for future climate.

According to the Intergovernmental Panel on Climate

Change (IPCC, 2001), as of the third assessment report

(IPCC, 2007), there were 15 climate modelling centres

around the world which together had developed some

31 coupled atmosphere–ocean GCMs, and several re-

gional climate models. These models are used with four

families of standard scenarios of future greenhouse gas

emissions detailed in the Special Report on Emissions

Scenarios (SRES), which are based on demographic,

politico-societal, economic, and technological changes

from the present (Nakicenovic et al., 2000). This

amounts to over 40 individual scenarios (Nakicenovic

et al., 2000) and hundreds of model-scenario combina-

tions. Although there is some degree of agreement in

the projections of all of these models, this agreement

may be quite coarse from an ecological perspective.

Therefore, as Xu & Yan (2001) have pointed out, the

use of projections from different climate models may
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not lead to robust predictions from BEMs. Nevertheless,

of the 65 BEM studies conducted since 1994 (62 of which

have been since 2000), only 14 (21.5%) use projections

from more than one GCM, and only 10 (15.4%) of these

compare the results using multiple GCMs in conjunc-

tion with multiple climate change scenarios. A few

studies (Thuiller, 2004; del Barrio et al., 2006; Harrison

et al., 2006) have been based on more than one GCM and

one scenario, but did not use a factorial design. In this

paper, we present bioclimatic envelope predictions for

C. nasturtii based on two different GCMs and two

different SRES scenarios.

Methods

Climate variables

Climate change projections were obtained from the

IPCC data distribution site (IPCC, 2002) as monthly

means for two GCMs: the Canadian Centre for Climate

Modelling and Analysis CGCM2 model, and Hadley

Centre HadCM3 model. For each GCM, we used the

SRES A2 and B2 scenarios because projections for both

scenarios were available from both GCMs. The A2

scenario represents high human population growth

and slow technological advancement while the B2 sce-

nario has moderate population growth with more en-

vironmental protection (Nakicenovic et al., 2000). These

two scenarios are sometimes described as the ‘medium-

high’ and ‘medium-low’ emissions scenarios, as they

are expected to result in CO2 concentrations of 840 and

620 ppm by the year 2100, respectively (for comparison,

the A1FI ‘high emissions’ and the B1 ‘low emissions’

scenarios result in concentrations of 960 and 550 ppm,

respectively).

Maximum temperature (Tmax), minimum tempera-

ture (Tmin), precipitation, and relative humidity (RH%)

were readily available for the HadCM3 model. Relative

humidity was derived for the CGCM2 model using the

following formula:

RHð%Þ ¼ 100� ea

e0ðTÞ : ð1Þ

Equation (1) represents the ratio of the actual (ea) to the

saturation [e0(T)] vapour pressure at the same tempera-

ture (T). The Food and Agriculture Organization of the

United Nations (Allen et al., 1998) suggests this approx-

imation for RH%. This estimate may not be accurate for

arid areas (Allen et al., 1998), but because our study

focused mainly on nonarid regions of North America,

we considered that Eqn (1) provided a reasonable

estimate of RH%. (We provide evidence in Fig. 4 and

in ‘Discussion’ that the BEM predictions are very sensi-

tive to RH%, but insensitive to the method of calcula-

tion for RH%). The dewpoint temperature was

estimated using Tmin in the calculation of ea and Tmax

was used as the temperature in e0. The BEM requires

RH% at 09:00 and 15:00 hours. The RH% calculated

using Eqn (1) was used as the RH% at 15:00 hours,

and the RH% at 09:00 hours was calculated by dividing

RH% at 15:00 hours by 0.85 (the reverse calculation is

performed by CLIMEX when RH% at 09:00 hours is

provided, but RH% at 15:00 hours is missing). For the

HadCM3 projections, the downloaded RH% projections

were used as the 15:00 hours values and the RH% at

09:00 hours derived the same way as for CGCM2.

Because a value of over 100% could be achieved using

this method, a maximum value of 100% was set for

RH% at 09:00 hours.

The model results were evaluated using the 30 year

averages for the four standard IPCC time slices: the

baseline period (1961–1990), the 2020s (2010–2039), the

2050s (2040–2069), and the 2080s (2070–2099).

CLIMEX

CLIMEX (Hearne Scientific Software, Australia) is a

commonly used (4100 studies) computer modelling

program that uses the observed distribution and

abundance data of a species to estimate its optimal

climate and climate tolerance limits to model its poten-

tial distribution (Sutherst et al., 2000). The software uses

growth and stress (heat, cold, wet, dry) indices to

predict how the species will react to climate in different

regions of the world (Sutherst et al., 2000). CLIMEX

derives Ecoclimatic Index values (EI) that describe the

suitability of specific locations for species survival and

reproduction. The parameters include temperature (TI),

diapause (DI), light (LI), moisture (MI), heat stress (HS),

cold stress (CS), wet stress (WS), and dry stress (DS).

The EI values are obtained by combining a Growth

Index (GI) with stress indices (dry, wet, cold, and hot)

that describe conditions unfavourable for growth.

For this study, the parameter values determined by

Olfert et al. (2006) were used (Table 1). See Olfert et al.

(2006) for a complete discussion of model development,

sensitivity, and validity. In brief, in accordance with

previous observations (Readshaw, 1961), Olfert et al.

(2006) found that temperature and soil moisture are

the most important variables affecting C. nasturtii’s

distribution, growth, and control. Their model was fit

to reflect this information and resulted in a realistic

representation of the insect’s current distribution and

phenology in Europe (Olfert et al., 2006).

Olfert et al. (2006) validated their BEM by comparing

the model’s resulting distribution with empirical ob-

servations of C. nasturtii for eastern Europe from five

different sources of distribution data. They also
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compared the seasonal phenology and number of gen-

erations to the several accounts of published data from

Europe. Finally, model results relating to phenology

using southern Ontario weather data were compared

to collected field data.

Following Olfert et al. (2006), we categorized CLIMEX’s

EI output into ‘unfavourable’ (0–10), ‘suitable’ (10–20),

‘favourable’ (20–30), and ‘very favourable’ (430). Olfert

et al. (2006) found that temperature and, particularly,

soil moisture where the primary variables determining

C. nasturtii range and abundance. CLIMEX estimates the

number of generations solely based on the total number

of degree-days above the lower temperature threshold

for population growth (Sutherst et al., 2004). This meth-

od results in biologically unrealistic results at this

spatial scale. We therefore estimated the number of

generations using the EI values as follows:

Generations ¼ Vm
EI� 10

EI� 10þ Kh

� �
: ð2Þ

We found Eqn (2) to be a much better approximation to

the weather station data for the current distribution of

voltinism than that produced by CLIMEX (results not

shown).

In Eqn (2), we used Vm 5 10, Kh 5 25 as the values for

the constants, which resulted in five generations occur-

ring in areas classified as EI 5 35; five is the maximum

number of generations currently observed in nature

(Olfert et al., 2006). Note, the number of possible gen-

erations in Eqn (2) is six for EI 5 47.5, which may be

achievable in the future. Equation (2) also ensures that

the number of generations is zero for EI � 10, which

was regarded as an area where the species is not likely

to establish, although it may occur there.

We used the Geographic Information System ARCGIS

version 9.1 (ESRI, Canada) with inverse distance

weighting interpolation (ESRI, 2005) to create risk maps.

Results

Changes in area that have suitable climate

The EI predictions made using the climate change

baseline period (1961–1990) projections (Fig. 1) were

Table 1 CLIMEX parameter values for the bioclimatic envelope model of the swede midge (Olfert et al., 2006), Contarinia nasturtii

Index Parameter Description Value

Temperature DVO Limiting low temperature 10.0 1C

DV1 Lower optimal temperature 16.0 1C

DV2 Upper optimal temperature 25.0 1C

DV3 Limiting high temperature 32.5 1C

Moisture SM0 Limiting low soil moisture 0.15

SM1 Lower optimal soil moisture 0.40

SM2 Upper optimal soil moisture 1.40

SM3 Limiting high soil moisture 1.50

Diapause DPD0 Diapause induction day length 14 h

DPT0 Diapause induction temperature 10.0 1C

DPT1 Diapause termination temperature 6.0 1C

DPD Diapause development days 150

DPSW Diapause indicator for winter diapause 0

Cold stress TTCS Cold stress temperature threshold �18.0 1C

THCS Cold stress temperature rate �0.0008

Heat stress TTHS Heat stress temperature threshold 35.0 1C

THHS Heat stress temperature rate 0.005

Dry stress SMDS Dry stress threshold 0.10

HDS Dry stress rate �0.01

Wet stress SMWS Wet stress threshold 1.50

HWS Wet stress rate 0.0005

Day-degree accumulation above DV0 DV0 10

DV3 32.5 1C

Day-degree accumulation above DV3 DV3 32.5 1C

DV4 100

Day-degree accumulation above DVCS DVCS 6.50

DV4 100

Degree-days per generation PDD Minimum degree days above DV0 to complete generation 200
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similar to those obtained by Olfert et al. (2006) who used

climate normals from a 0.51 world grid dataset (New

et al., 1999). Using the baseline projections, C. nasturtii’s

bioclimatic envelope extends north and west of its

current North American distribution in southern On-

tario and northern New York.

Although the effects of climate change on the general

shifts in the bioclimatic envelope of C. nasturtii were

similar across scenarios, they differed strongly between

the GCMs used, particularly for the regions classified as

‘very favourable’ (Figs 2 and 3). Based on climate

projections from the CGCM2, the region of the biocli-

matic envelope classified as ‘very favourable’ increases

in area, moving northward and westward as time passes

(Fig. 2). With the climate projections for the HadCM3,

this same region contracts as time progresses. The main

differences observed are between GCMs rather than

between scenarios (although differences between sce-

narios do begin to emerge by the 2080s; Fig. 3).

In general, climate projections from the CGCM2

lead to predictions of increased areas of climatically

‘favourable’ and ‘very favourable’ habitat, and these

increases are larger with higher emissions (Fig. 3; com-

pare A2 with B2). The HadCM3 climate projections

resulted in predictions of increased areas of climatically

‘favourable’ habitat, but to large decreases in areas of

‘very favourable’ climate (Fig. 3). In this case, higher

emissions lead to increased areas classified as climati-

cally ‘suitable’ or ‘favourable’ by the 2080s, but a

decrease in the area classified as climatically ‘very

favourable’.

Climate factors affecting distribution

By running the BEM but changing only temperature,

precipitation or RH% from the baseline period, we were

able to determine the relative importance of each cli-

mate factor in terms of the observed differences seen in

Figs 2 and 3. It is clear from Fig. 4 that the most

important driving variables are precipitation and rela-

tive humidity, which have almost an identical and

substitutable effect. Changing the precipitation or

RH% had a much larger effect on the location of the

bioclimatic envelope than altering the temperature va-

lues. This is not surprising because C. nasturtii is known

to be sensitive to soil moisture (Readshaw, 1966). While

precipitation and RH% are roughly substitutable, tem-

perature and precipitation (or RH%) have an almost

additive effect on the distribution of C. nasturtii, with

little interaction between the variables (see Fig. 4).

Soil moisture is the most important driving variable

Olfert et al. (2006) showed that soil moisture is one of

the most important driving variables in determining the

potential distribution of C. nasturtii. It is a key factor in

the termination of diapause (Readshaw, 1966) and

thus, adult emergence. We confirmed this conclusion

in ‘Climate factors affecting distribution’ (see Fig. 4)

showing that temperature contributes little to the

predicted location of the bioclimatic envelope of C.

nasturtii, whereas either precipitation or RH% account

for nearly all the variability in the distribution and are

substitutable.

Because the emergence of C. nasturtii is primarily

related to soil moisture (Readshaw, 1966), we wanted

to be sure that the large differences in predicted swede

midge bioclimatic envelopes based on the two GCMs

(Figs 2–4, 6), were not simply due to differences in the

methods of calculation for the RH% values. To do this,

we used Eqn (1) to generate RH% estimates for the

HadCM3 and re-ran the BEM using the new values for

Fig. 1 Ecoclimatic index (EI) for Contarinia nasturtii in North America using the (a) CGCM2 and (b) HadCM3 baseline period (1961–90).

Green: ‘unfavourable’ (o10), light yellow: ‘suitable’ (10–20), yellow: ‘favourable’ (20–30), and red: ‘very favourable’ climate (430).
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RH%. The results, which are not shown for brevity,

were nearly identical to those presented in Fig. 2. The

differences between the GCMs are thus, not due to the

method of calculating RH% per se, but are almost

certainly due to the large differences between these

two GCMs in their predictions of summer air tempera-

tures, precipitation, and RH%.

In Fig. 5, we plot the projected RH% for the

2080s for both GCMs for the A2 scenario (for

brevity, B2 is not shown) for the baseline and

2080s. Similarly, large differences exist between the

GCMs for precipitation (results not shown). It is

clear from this figure that the CGCM2 is generally

‘moister’ than the HadCM3. Taken together, Figs 4

and 5 demonstrate that the variability in the predicted

bioclimatic envelope is driven by differences in

projected RH% (and/or precipitation) between the

two GCMs.

Fig. 2 Shift of the bioclimatic envelope classified as very favourable climate (EI 430) for Contarinia nasturtii for the A2 scenario (a)

2020s, (b) 2050s, (c) 2080s, and B2 scenario (d) 2020s, (e) 2050s, and (f) 2080s. CGCM2 is shown in gold; HadCM3 is shown in blue.
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Change in the number of generations

Changes in EI with climate translate into changes in

generation time. Again, the major anomalies arise be-

tween GCMs, rather than between scenarios with the

same GCM. Figure 6 shows the changes in the distribu-

tion of voltinism through time. In general, Fig. 6 shows

that the number of generations per year could increase

Fig. 3 Changes in the area of the bioclimatic envelope of Contarinia nasturtii. ‘Suitable’ regions have an Ecoclimatic Index (EI) 5 10–20;

EI 5 21–30 for ‘Favourable’ regions; and EI430 for ‘Very Favourable’ Regions. Area is depicted in km2� 105. Results generated using the

climate projections from the CGCM2 are denoted by circles, results generated using the HadCM3 projections are denoted by triangles,

and results generated using the historical climate data provided within CLIMEX are denoted by %. Predictions with the A2 climate change

scenario are denoted by dashed lines and solid lines for those with the B2 climate change scenario.

Fig. 4 Change in area of the distribution of Contarinia nasturtii in the 2080s relative to the baseline period (1961–1990) for each category

of EI value. For each category of EI, the bars represent, from left to right, the effects of changing only: precipitation, temperature, or

relative humidity. Large open bars represent the change relative to the baseline period when all three climate variables are changed

simultaneously. We see that changing either precipitation or relative humidity, is sufficient to account for most of the change seen when

all three variables are changed. We can also see that precipitation or relative humidity combine roughly additively with temperature to

produce the total effect.
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using the climate projections from the CGCM2 model,

for either scenario. When using the climate projections

from the HadCM3 model, the distribution of the num-

ber of generations shifts strongly toward fewer genera-

tions (i.e. toward the left in Fig. 6).

Discussion

The limitations of bioclimatic envelope modelling have

been thoroughly critiqued and discussed (Pearson &

Dawson, 2003; Hampe, 2004; Segurado & Araujo, 2004;

Pearson et al., 2006). These models can determine which

areas have suitable climate for a species to flourish, but

cannot predict where they will be found. Because the

climate specifications for a species are determined from

its current distribution, BEMs generally assume that the

species is currently filling its whole niche and that

climate is the only determinant of distribution (Beau-

mont & Hughes, 2002). However, distribution is also

affected by biotic factors such as dispersal limitations,

presence of host plants, disturbance, and competition

(Gavin & Hu, 2006) and other abiotic factors such as fire

and nutrients (Pearson et al., 2002). For instance, an

invasive species (such as C. nasturtii) may not have had

enough time to fill its current potential range, especially

during initial invasion or when dispersing into patchy

habitat islands (Gavin & Hu, 2006). Furthermore, rare

species and species that are on the margin of their

distribution tend to be modelled more accurately than

species that are in the core of the distribution (Luoto

et al., 2005) because if species are limited by climate,

then the margin of their distribution most accurately

reflects this limitation. Also, scattered dispersed species

are modelled less accurately than clumped species and

species with high abundance worse than species with

low abundance, perhaps because the former may not be

occupying their entire tolerable habitat or were not

observed due to temporal variations in population

densities (Luoto et al., 2005). In the current model, Olfert

et al. (2006) developed their BEM based on C. nasturtii’s

Fig. 5 Total monthly relative humidity (RH%) in April through November for North American grid cells between 351N and 601N for

the 2080s for the A2 scenario (cf Fig. 2). The CGCM2 is shown in red dots while the HadCM3 is shown in blue dots. The graphs on the left

represent the RH% for the baseline period (1961–1990) and the graphs on the right represent those for the 2080s.
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native (i.e. longstanding) distribution in Eurasia. It is,

therefore, reasonable to assume that the model is based

on C. nasturtii having filled, and so representing, its

entire niche.

Despite these potential drawbacks, BEMs provide

valuable insight into the potential future distributions

of species, including the identification of species that

may be most likely to change and the regions where

they may occur based on climatic suitability of an area

(Pearson et al., 2002). There are too many species to

conduct field and laboratory experiments on all of them

in order to determine their potential responses to

climate change, and BEMs offer a practical solution

for forecasting changes in species distributions (Beau-

mont & Hughes, 2002). These models are a useful tool to

support risk management efforts for controlling inva-

sive species (McKenney et al., 2003), and can help to

narrow down species that future field work should

focus on (Beaumont & Hughes, 2002).

Sources of uncertainty

When authors make statements to the effect that ‘15–

37% of species in our sample of regions and taxa will be

‘‘committed to extinction’’ ’ (Thomas et al., 2004) or ‘the

distributions of the majority of the 24 [out of 77]

butterfly species modeled may decrease in size and

latitudinal extent as the intensity of climate change

increases’ (Beaumont & Hughes, 2002), readers must

appreciate that there is considerable uncertainty asso-

ciated with such statements. The sources of uncertainty

are rarely, if ever, assessed, and to our knowledge no

study assesses all of these simultaneously. In this sec-

tion, we discuss the four sources of uncertainty and the

consequences of such uncertainty. First, however, it is

worth reminding ourselves of the difference between

‘risk’ and ‘uncertainty’. Risk refers to stochastic events

or processes for which the probabilities have been, or

can be, estimated. Risk per se holds no special worries

for ecologists because when probabilities are known we

can provide probability density or probability mass

functions that quantify our predictions concerning fu-

ture ecological states. Uncertainty refers to stochastic

events or processes for which the relevant probabilities

are either not known, or are perhaps unknowable given

current technology.

Perhaps, one of the more significant uncertainties for

all models of species responses to climate change is that

they do not consider the possibility that the species will

adapt to the changing climate. BEMs do not take

adaptive evolution into account, but assume that the

current climate tolerance limits will continue to restrict

the distribution of the species in the future, even with

climate change. Apart from micro-organisms, adapta-

tion may be most likely for insects, which often have

large populations and short generations, allowing them

Fig. 6 Frequency of North American grid cells with one or more generations per year for CGCM2 and HadCM3 using the A2 and B2

scenarios. Because of the differences in the spatial resolution of the two GCMS, the total number of grid cells in North America (including

ones with no generations per year) is 294 for HadCM3 and 201 for CGCM2.
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to adapt quickly, perhaps in as little as 80 years.

McKenney et al. (2003) suggest that a complete pest risk

assessment should include adaptability as well as life

cycle, hosts, control options, success of eradication,

spread and transport means, in conjunction with cur-

rent and future bioclimatic envelope locations. Clearly,

BEMs cannot accomplish all these objectives, but they

can provide a general description of areas that might be

at risk of invasion so that precautionary measures can

be taken (Pearson et al., 2002). It is very likely that

climate change will drive natural selection, but without

an explicit genetic model, it is unreasonable to try to

incorporate evolution into BEMs.

Climate change scenarios are the next source of un-

certainty (IPCC, 2001). There are four families of climate

scenarios (Nakicenovic et al., 2000). These scenarios are

alternative images of the future, not predictions or

forecasts. Because greenhouse gas emissions are the

product of complex and poorly understood dynamic

systems, driven by mechanisms such as the pace of

technological and economic development, long-term

emissions predictions are virtually impossible. Unlike

the physical models of climate, the scenario models

attempt to represent social and political systems that

are relatively poorly understood and predictable only

with great uncertainty (IPCC, 2001). BEM modellers

have clearly accepted that predictions depend on which

scenario is used, and have, for quite some time, been

using multiple scenarios to make predictions (Beau-

mont et al., 2007).

Climate models themselves are the third source of

uncertainty. The IPCC’s fourth assessment report (AR4),

released earlier this year lists 23 GCMs from 18 model-

ling centres (IPCC, 2007). Climatologists have a far

deeper mechanistic understanding of climate than can

be captured in a mathematical model that will be

computationally tractable. Models differ in which pro-

cesses are captured mechanistically, and which are

represented phenomenologically, the number and par-

ticular climate feedback mechanisms that operate, hor-

izontal and vertical spatial resolution, and so on. There

is no simple way to determine whether one GCM is

‘better’ than another. Although comparisons between

the hindcasts of GCMs and historical data are made

(e.g. Bonsal et al., 2003), climate modellers consistently

reject such assessments as the sole basis for choosing

one model over another. The main reason for this

conviction is that there is great uncertainty within each

model. There is no guarantee that a model that does

well at predicting past climate will do equally well at

predicting future climate because we have no historical

period during which climate forces have changed in a

way analogous to predictions for the very near future.

Therefore, the use of multiple models is encouraged for

any modelling exercise (Nakicenovic et al., 2000;

Newman, 2006).

Notwithstanding this objection, Bonsal et al. (2003)

rigorously compared the hindcasts of nine GCMs, in-

cluding the CGCM2 and HadCM3, for a region of

western Canada in terms of how these GCMs corre-

sponded to historical climate data. They demonstrated

for that area, that both the Hadley and the Canadian

GCMs do an adequate job of modelling the past mean

temperature with only minor seasonal differences.

However, they reached the conclusion that the HadCM3

precipitation predictions more closely match the histor-

ical data than those of the CGCM2 (Bonsal et al., 2003).

Modellers of BEM have been slow to incorporate

uncertainty in GCM model structure (see ‘Introduction’

for details). As mentioned earlier, of the 65 BEM model

studies conducted since 1994, only 10 use projections

from more than one GCM in conjunction with multiple

climate change scenarios. Nearly half of these 65 studies

(31) used projections from a Hadley Centre model.

Considering the number of GCMs available for biolo-

gists’ use, previously published BEM studies are heav-

ily biased toward the Hadley Centre models. We

wanted to contrast the BEM results derived using the

HadCM3 with those obtained when a different, ‘less

popular’ GCM was used. We chose to use the Canadian

CGCM2 mainly because all the climate variables re-

quired for the CLIMEX model were either available or

derivable (RH%) from the IPCC data centre. This was

not true for several other model choices. For example,

the GCMs produced by the US Geophysical Fluid

Dynamics Lab and the German Max Planck Institute

für Meteorologie provide monthly mean temperatures,

but not monthly maximum and minimum temperatures

(IPCC, 2002) required for the CLIMEX model. Neverthe-

less, other models also provide the same variables as the

CGCM2 (e.g. the Australian CSIRO model and the

Japanese CCSR/NIES model) and it remains to be seen

whether their projections lead to even more extreme

differences in the predictions of BEMs.

Finally, a source of uncertainty little appreciated by

ecologists is the within GCM uncertainty. Climate mod-

elling centres routinely generate multiple model ver-

sions within a particular model structure, by varying

the model parameters within plausible ranges. Some-

times these ‘experiments’ are presented in isolation, and

sometimes they are combined with other ‘experiments’

to generate so-called perturbed physics ensembles.

BEM models rarely distinguish which runs were used

to project climate for their particular application.

Finally, we must consider the possibility that these

sources of uncertainty interact in some nonadditive

way. For example, recently Beaumont et al. (2007) quan-

titatively compared 13 realizations from three climate
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models (three from CSIRO Mark2 v3.0, four from GISS

AOM, and six from MIROC v3.2) for two time periods:

current (1985–1995) and future (2025–2035), for predict-

ing bioclimatic envelopes for nine Australian butter-

flies. For the baseline period (1961–1990), they found

that there was more variability of climate projections

between GCMs than within an individual GCM. How-

ever, projections for the future were more variable both

within and between GCMs than for the baseline period.

They concluded that ‘internal climate model variability

can lead to substantial differences in the extent to which

the future distributions of species are projected to

change. These can be greater than differences resulting

from between-climate model variability’ (Beaumont

et al., 2007).

Another example of interacting sources of uncertainty

is provided by Thuiller (2004). Thuiller conducted an

extensive study using multiple BEMs, multiple GCMs,

and multiple scenarios. Thuiller’s objective was to

quantify these sources of uncertainty and to generate

a consensus prediction that incorporates this uncer-

tainty into a single predicted bioclimatic envelope.

Thuiller’s conclusion was that variability induced by

the GCMs was small relative to the variability between

envelope models. However, it should be noted that

although Thuiller compared two GCMs that were run

for several scenarios, the two GCMs shared only a

single scenario in common (i.e. HadCM3: A1, A2, B1,

B2; CSIRO2: A2). Arguably, this limited comparison

might miss large differences between other GCMs

and/or the same GCMs in other scenarios. Neverthe-

less, Thuiller’s general approach has a great deal of

merit and probably deserves wide adoption.

Consequences for agriculture in North America

For herbivores, their actual distribution, currently and

in the future, will depend not just upon the spatial

location of their bioclimatic envelope, but also whether

the bioclimatic envelope of its host plant is co-located.

Maps that show the potential of a northward expansion

in the range of an agricultural pest (e.g. Fig. 2) ob-

viously require that the agricultural crop can also

expand northward. Based on soil and climatic suitabil-

ity by 2100, Ramankutty et al. (2002) predicted that

northern Canada has 1.5 million km2 of land that could

be developed into cropland. Furthermore, they showed

that southern parts of the provinces of Canada are one

of the most sensitive areas to changes in temperature

(Ramankutty et al., 2002). Ramankutty et al.’s work

shows the potential for more agriculture in the northern

parts of Canada and less in southern Ontario, which

could pose a problem if these northern climates are also

suitable for crop pests. Moreover, Patterson et al. (1999)

and others have suggested that climate change may

reduce the efficacy of pesticides on target pests due to

climatic instability and extreme weather events and

may pose a challenge in controlling pest outbreaks.

Despite the potential for agriculture to shift north-

ward, much of that potential applies to western Canada.

Because of the Canadian Shield in the northern regions

of Ontario and Quebec, the soil in these areas will

probably never be suitable for agriculture, regardless

of the climate. Thus, some of the northward ‘expansion’

of the range of swede midge would more likely repre-

sent a potential range contraction, as the expansion is

toward land that is less suitable for crops. On the other

hand, the westward shift in the swede midge’s biocli-

matic envelope encompasses land that is already cur-

rently in agricultural use for canola (Olfert et al., 2006); a

crop readily attacked by the swede midge.
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